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Abstract. Identifying situationsin which power exists is an ability that agents
canexploit whenthey mustinteractwith oneanother In particular agentscan
take advantageof empaveredsituationsto make otheragentssatisfytheir goals.
Theaim of this paperis to identify situationsan which powver might exist through
the rolesagentsplay in a societyaswell asthe powersthatemege from their
own capabilities.However, unlike othermodelsin which power is eternaland
absolutejn our modelpower is alwaysconsideredsbeingdynamic

1 Intr oduction

Identifying situationsin which power existsis an ability thatagentscanexploit when
they needto interactwith oneanotherIn particular agentscantake advantageof em-
poweredsituationsto make otheragentssatisfytheir goals.Thatis, oneof the advan-
tagedor agentsn asocietyis thatthey canovercometheirlimited capabilitiesby using
the capabilitiesof othersand, in this way, satisfy goalsthat might otherwisenot be
achieved.However, giventhatagentsareautonomousthe benevolentadoptionof goals
cannotbetakenfor grantedsinceagentscanchoosenot to adoptthem[15], andthere-
fore amechanismo influencethemmustbe used. Oneeffective meansf doingthisis
by usingthe power thatsomeagentshave not only dueto their own capabilitieq4], but
alsoby beingin particularsituationsin the societywherethey exist.

Accordingto Ott [18], powercanbedefinedasthelatentability to influencetheac-
tions,thoughtsor emotionsof othersand,consequentlyit is the potentialto getpeople
to do thingsthe way you wantthemdone.Translatingtheseconceptdo the context of
agentswe cansaythatpowersareexpressedhroughan agents capabilitiesto change
the beliefs,the motivations,andthe goalsof others.However, power existsonly if the
otheragentsallow beinginfluenced.Thatis, power involvesa bilateralrelationshipbe-
tweentwo agentsthe one who exertsthe power andthe one on whom the power is
exerted[9]. Whatis importantto understanchow is both wherethe power of agents
comesfrom andwhy someagentdbecomanfluenced.

Towardsthis end, the main objective of this paperis to analysethe situationsin
which power canbe identified, whereassituationsin which agentsareinfluencedare
left for future work. Unlike other modelsin which power is eternaland absolute,in
our model power is always consideredas being dynamic That is, powers appearing
in a particularsituationmight not exist in anotheyrandthey cannotbe exertedover all
agentshut aparticularsubsebf agentsin addition,ourmodelalwaysconsiderpowers
of agentsasbeingrelatedto the goalsof targetagentg(i.e. thoseto beinfluenced) We
startour discussiorby definingautonomousgentsandnormsin Section2. After that,
powersexisting in a societyaredescribedn Section3, whereagpowersthatareresult
of agents’capabilitiesarediscussedn Section4. Finally, both conclusionsaandfuture
work arepresented.



2 Agentsand Norms

In this sectionwe describehebasicblocksfrom whichto build up ourtheoryof power
relationshipsand which underpinseveral aspectsot includedin this paper but de-
scribedelsavhere[14,16]. In particular we adoptthe SMART agent framevork de-
scribedin [8] and,in whatfollows, we usethe Z specificationanguageo constructa
formal model.Z is basedon set-theoryandfirst orderlogic, with detailsavailablein
[21]. For brevity, however, we will notelaborateheuseof Z further.

In the SMART agentframevork, anattributerepresents percevablefeatureof the
agents ervironment,which canbe representedsa predicateor its negation. Then,a
particularstatein theenvironmentis describedy a setof attributes,actionsarediscrete
eventsthatchangethe stateof the environmentwhenperformeda goal representsit-
uationsthatan agentwishesto bring about,andmotivationsaredesiresor preferences
that affect the outcomeof the reasoningntendedto satisfy an agents goals.For the
purposesf this paper we formally describeervironmentalstatesactionsand goals.
Detailsof theremainingelementsarenot neededsowe consideithemasgivensets.

[Attribute, Motivation)

EnvState == P, Attribute; Action == EnvState — EnvState
Goal == P, Attribute

In addition,an entity is describedy a non-emptysetof attributesrepresentingts
permanenfeaturesa setof goalsthatit wantsto bring about,a setof capabilitiesthat
it is ableto perform,anda setof motivationsrepresentingts preferencesMoreover,
agentsareentitieswhosesetof goalsis not empty andautonomousgentsareagents
with non-emptysetsof motivations.By omitting irrelevantdetails,we formalisethem
asfollows.

—_ Agent
capabilities : P Action; goals : P Goal
motivations : P Motivation; beliefs : P, Attribute

goals # &

AutonomousAgent = [Agent | motivations # @]

An agentmay have accesdo certainnorms,which arerepresenteds datastruc-
turesrelatingto socialrules.Normsaremechanismsvithin a societythatinfluencethe
behaiour of agentswithin it; they canbe characterisethy observingseveral different
aspectsFirst, normsmustbe compliedwith by a setof addresseeagentsin orderto
benefitanothersetof agentgpossiblyempty). They specifywhatoughtto bedoneand,
consequenththey includenormativegoalsthatmustbe satisfiedby addresseeSome-
times, thesenormative goalsmustbe directly intended whereasothertimestheir role
is to inhibit specificgoals(asin the caseof prohibitions).Secondnormsarenotalways
applicable andtheir activation depend®n the context; theremay be exceptionswhen
agentsarenot obligedto complywith the norm. Finally, in somecasesnormssuggest
the existenceof a setof sanctionsor punishmentso be imposedwhenaddresseedo
not satisfythe normative goal,anda setof rewardsto berecevedwhenthey do. Thus,
thegeneralkstructureof anormcanbeformalisedasfollows.



—_ Norm
addressees, beneficiaries : P Agent

contezt, exceptions : EnvState

normativegoals, rewards, punishments : P Goal

addressees # @ A context # &

Now, in orderto know if a norm hasbeenfulfilled, the satishction of its associ-
atednormative goalsmustbe verified. This is trueif the normatve goalsarea logical
consequencef the currentervironmentalstate. Thisis formalisedasfollows.

logicalconsequence_ : P(EnvState x EnvState)
fulfilled_ : P(Norm x EnvState)

Vn : Norm; st : EnvState o
fulfilled (n, st) < (¥ g € n.normativegoals e logicalconsequence (st, g))

Moreover, a normativeagent is an autonomousgentwhosebehaiour is shaped
by the obligationsit mustcomply with, prohibitionsthatlimit the kind of goalsthatit
canpursue socialcommitmentghathave beencreatedduringits sociallife andsocial
codeswhich may not carry punishmentsbut whosefulfillment could represensocial
satishctionfor theagentAll theseresponsibilitiesarerepresentetdy norms.

NormativeAgent
(AutonomousAgent

norms : P Norm

Sometimesit is usefulto obsene normsnotthroughthenormative goalsthatought
to be achieved, but throughthe actionsthat canleadto the satisaction of suchgoals.
Thenwe cantalk aboutactionsthatareeitherpermittedor forbiddenby a normasfol-
lows.If thereis a statethatactivatesanorm,andtheresultsof a particularactionbenefit
the achievementof the associateshormative goals,thensuchanactionis permittedby
the respectre norm. Similarly, forbiddenactionsare thoseleadingto a situationthat
contradictsor hindersnormative goals.In general,it is not trivial to obsene how the
resultsof anactionmight benefitor hinderthe achiesementof normative goals,but to
avoid drilling down into the intricatedetailsof this, the associationbetweenrsituation
stateghatmight eitherbenefitor hinder goalsaretakenfor granted Moreover, we de-
fine two relationsthathold amongan actionanda norm,which eitherpermitor forbid
it, asfollows.

benefits_, hinders_ : P(EnvState X Goal)
permitted_, forbidden_ : P(Action x Norm)

Va: Action; n: Norm; e
permitted (a,n) < (3 g : n.normativegoals ® benefits (a n.context, g)) A
forbidden (a,n) < (3 g : n.normativegoals & hinders (a n.context, g))

In otherwords,if anactionis appliedin thecontet of anorm,andtheresultsof this
actionbenefitthe normative goals,thenthe actionis permitted,otherwisethe actionis
forbidden.



3 Institutional Powers

It is generallyacceptedhat social structuredefinepower relationshipsderived from
therolesagentglayin anorm-basedystemIn suchsystemghereexist normsthaten-
title someagentgo directthe behaiour of others.Thereforeaslong asanagentwants
to belongto sucha systemjt mustrecognisehe power, andthereforethe authority of
certainagentsWe call thesekindsof powersinstitutionalpowess, atermthatwe borrow
from [11], andbeforeanalysinghemwe definea normativemulti agentsystemasa set
of normative agentscontrolledby a commonsetof norms(a betterdescriptioncanbe
foundin [12]). In suchsystemdour typesof normscanbeidentified,namely normsdi-
rectedat controllingall agentsformsNMAS), normsdirectedatenforcingcompliance
with normsby applying punishmentsnforcenorms), normsdirectedat encouraging
compliancewith normsby giving rewards(rewardnorms), andnormsissuedto allow
the creationof new norms(legislationnorms). To effectively representheir function,
thestructureof thethreelastsetsof normsis constrainedisfollows. First, enforcement
normsare actvatedwhena normis not fulfilled in orderto punishits offenders.By
contrastrewardnormsareactivatedwhenanormis fulfilled, andtheirnormative goals
areaimedat rewardingcompliantagentsFinally, legislationnormsallow someagents
to issuenew norms.Theseconstraintarerepresentedh therelationshipdbelow.

enforce_, reward_ : P(Norm x Norm)
legislate_ : P Norm

VY ni,ng : Norm e
enforce (ni,ng) & (- fulfilled(ny, ny.context) A
ny.punishments C ny.normativegoals) A
reward (my, n2) < (fulfilled(ny, ny.context) A
ny.rewards C ny.normativegoals) A
legislate (ny) < (3 issuingnorms : Action e permitted (issuingnorms,ny))

Now, a normative multi-agentsystemis formally definedin the schemabelow. The
first predicatestatesthat all membersmust have adoptedsomeof the normsof the
system,the secondmakes explicit that addresseesf normsmustbe membersof the
systemandthelastpredicatesepresenthe constrainton eachdifferentsetof norms.

— NormativeMAS
members : P NormativeAgent
normsNMAS, enforcenorms : P Norm
rewardnorms, legislationnorms : P Norm

Y ag : members o ag.norms N normsNMAS # @

Vrg : normsNMAS e rg.addressees C members

Y en : enforcenorms e (In : normsNMAS e enforce (en,n))
Y rn : rewardnorms e (An : normsNMAS e reward (rn, n))
Y in : legislationnorms e legislate (In)

Aswe canobsere,normsarein factthewayto empowergentdy entitlingthemto
punish rewardor legislatein anormative multi-agentsystemIn summaryit canbesaid
thatinstitutionalpowersarepredeterminetty normsthatentitleagentdo demandther
agentdo behaein a certainway. Howeverwe admitthatthosenormscanchangeand



thereforethesepowersmight disappearAt leastfour typesof institutionalpowersin a
norm-basedystemcanbefound:powerto issuenew norms,powerto punishoffenders
of norms,powersto claim areward,andpowersto claim benefitsfrom anorm.

Legal Power Thisis thekind of power thatlegislators,asaddresseesf a legislation
norm, have becausehey are entitledto issuenew ordersfor the membersof a nor-
mative multi-agentsystem.For instance whenthe managerof a factory givesorders
to workers underhis control, we can obsere that he is exerting the power acquired
by therole he playsin thefactory Here,workersaccepthe managers ordershecause
they recognisehis authorityandthereforehis power in the social structure.This kind
of pawer is formally definedin the schemabelow, which stateghatanagenthaslegal
power over anotheiif thefirstis alegislatorin the samenormative systemDueto type
compatibility, first a functionto casta normative agentasanagentis introduced.

theagent : NormativeAgent — Agent
legalpower_ : P(NormativeAgent X NormativeAgent X NormativeMAS)

Y ag1, aga : NormativeAgent; nmas : Normative MAS o
legalpower (ag1, aga, nmas) < ((aga € nmas.members) A
(3 In : nmas.legislationnorms e theagent ag: € In.addressees))

Legal Coercive Power It canbesaidthatin a normative multi agentsystemanagent
haslegal coercivepoweroveranotheyif thefirstis legally allowed,throughanenforce-
mentnorm, to punishthe secondwhenit fails to comply with a norm. Enforcement
normsavoid the situationin which otheragentscoercetheir peers.For instancejn a
factory only managerareentitled (by norms)to fire their workers,no worker cando

Sso.
legalcoercivepower_ : P(NormativeAgent x NormativeAgent x Norm

x Normative MAS)

Y ag1, ags : NormativeAgent; n : Norm; nmas : Normative MAS o
legalcoercivepower (ag:, agz, n, nmas) < ((n € nmas.normsNMAS) A
(ag2 € nmas.members) A (theagent ags € n.addressees) A
(3 en : nmas.enforcenorms e
((theagent ag) € en.addressees) N enforce(en,n))))

Legal Reward Power Onceanagentcomplieswith its responsibilitiesit acquirethe
power to claim the reward offered.In fact, this is considereda right of the agentwho
satisfieda norm, andit becomesan obligation of the responsibleagentfor providing
rewards.
legalrewardpower_ : P(NormativeAgent X NormativeAgent x Norm

x Normative MAS x EnvState)

Y agi1, ags : NormativeAgent; n : Norm;
nmas : NormativeMAS; st : EnvState @
legalrewardpower (ag, ags, n, nmas, st) < (n € nmas.normsNMAS A
(ag1 € nmas.members) A (theagent ag € n.addressees) A
fulfilled (n, st) A (n.rewards # @) A
(3 rn : nmas.rewardnorms e
(theagent ags € Tn.addressees A reward (rn,n))))




Consequentlyan agenthasreward power over anotheyif the first hasalreadyful-
filled a normfor which the secondagentis responsiblé€througha rewardednorm) for
providing areward.

Legal Benefit Power Agentswho are expectingto receve the benefitsof a normfor
which non-compliancemight be penalisedare also empaveredagents becausehey
can achieve somethingby using other agents’abilities. The benefitsare guaranteed
throughlegal enforcemenbf fulfilment. In otherwords, an agenthasbenefitpower
overanotherif thereis asatisfiedhormfor whichthefirstis abeneficiarythesecondan
addresse@ndthereexistssomeonentitledto punishnon-compliancevith the norm.

legalbenefitpower_ : P(NormativeAgent x NormativeAgent x Norm
x Normative MAS)

Y ag1, ags : NormativeAgent; n : Norm; nmas : Normative MAS e
legalbenefitpower (agy, aga, n, nmas) < ((n € nmas.normsNMAS) A
(ag1 € nmas.members) A (theagent ag; € n.beneficiaries) A
(ag2 € nmas.members) A (theagent ags € n.addressees) A
(3 rn : nmas.rewardnorms e reward (rn,n)))

4 PersonalPowers

Therearealsopowersderived from an agents capabilitieson the onehand,andfrom
the goalsof target agentson the other Thesepowers have beenstudiedextensiely
aspart of Social Power Theory and are known as personal powes [4, 3]. However,
suchpowershave beenlimited to powersdueto dependencamongagentsOur work
extendssuchtheory by identifying otherkinds of powersthat are also a resultof an
agents abilities. Thatis, someagentscan either facilitate or impedethe satishction
of otheragentgoals.On the one handwe know that agentsare entitieswith abilities
to act. However, thesecapabilitiesarelimited and,consequentlythey may needother
agentsto succeedn the achiezementof their goals.On the otherhand,therearealso
situationdn which, althoughpossessinthe neededabilities,agentsannotsatisfytheir
goalsbecausetheragentshinderthem.Both casescanleadto the creationof power.
However, contraryto the casespresentedn Section3 wherepowersaregiven by the
normsof thesociety personapowersaregivenfor their capabilitiesto satisfygoals.
Knowing if anagentcaneitherfacilitateor impedethe achiezementof somegoals
requiresthe evaluationof mary aspectsFor example ,we canevaluateanagents capa-
bilities, its experienceijts availability in the currentstate(whichin turn dependonits
goals),andeventhe relationshipghat suchan agenthaswith otheragentsHowever,
this is a comple topic that we preferto discussin future work. At this moment,we
define,andspecifyit without developingit further, arelationshipthatholdsbetweeran
agent,a goal, anda specificstateof the systemwhenthe agentis ableto satisfythat
goalin suchanstate After that,two basicformsof power aredefinedby usingit.

| satisfy_: P(Agent x Goal x EnvState)

Facilitation Power It canbesaidthatanagenthasthe power to facilitate theachieve-
mentof anotheragents goal, if thefirst hasthe meando satisfya goalwhich, in turn,
benefitghe goal of thesecond.



‘ facilitationpower_ : P(Agent x Agent x Goal x EnvState)

Yag:,ags : Agent; go : Goal; st : EnvState o
facilitationpower (ag1, aga, g2, st) < ((g2 € aga-goals) N
(3 g1 : Goal e (satisfy (ag1, g1, st) A benefits(g1, g2))))
Being able to facilitate the satishction of goalscreatesdependenceelationsbe-
tweenagentswith the relevant abilities and thosewithout them. Therefore,a depen-
dencerelationshipcanalsobe definedin termsof powersandtheir absenceasfollows.

‘ depend_ : P(Agent x Agent x Goal x EnvState)

Yagi,ags : Agent; g : Goal; st : EnvState o
depend (ag1, ag2, g, st) < (g € agy.goals A
- satisfy (ag1, g, st) A satisfy (age, g, st))

Theserelationsare,in generaterms,equivalentto thosegivenby Castelfranchand
colleagueg?,4,17], anda betterand detaileddefinition of powersanddependence
termsof anagents plansandcapabilitiescanbe foundelsavhere[7, 13,20]. However,
for the purposeof this paperour definitionsseemto be sufficient.

lllegal Coercive Power Therearealsoagentsvhoseabilities are not usedto benefit
the goalsof someagents but to impedeor hinderthem.In thesecasespower is ex-

pressedy anagents capabilitiesto directly threaterthe goalsof othersagentsn order
to obtainwhatthey want.We call thisillegal coercivebecausehereis no normthaten-
titled theseagentgo coercethe others.On the contrary this kind of power is generally
forbidden,which is why althoughsomeagentshave this kind of power, they scarcely
useit. Formally, we saythatan agenthasillegal coercive power over anotheiif it can
satisfya goalthatcanhinderoneof the goalsof the secondagent.

‘ illegalcoercivepower_ : P(Agent x Agent x Goal x EnvState)

Yag:, ags : Agent; go : Goal; st : EnvState o
illegalcoercivepower (ag1, aga, g2, st) < ((g2 € agz.goals) A
(3 g1 : Goal e (satisfy (ag1, g1, st) A hinders(gi, g2))))
Now, we describesituationsin which thesebasicforms of powersare eitherover-
comeor relatedto otherkinds of powers.

Comrade Power One of the things that makes small groupswork is the friendship
relationsthat are createdamongits membersin this case,agentshave the power to

requirehelpfrom arny of the comadesof thegroup.In generalmemberf this group,
know thatthey canaskfor helpfrom therestwithout objection.This representbene-

olencetowardsa specificgroup of agentsFor example,agroupof friendshelpingeach
otherasaway of beingidentifiedasmembersf whatthey considera specialgroupof

agentsNotethatthe conditionsto have this kind of power arethatboth agentshelong
to the samegroupof agentsandthatthe agentover whomthe power is exertedis able
to facilitatethe requiredgoal.

comradepower_ : P(Agent x Agent x Goal x P Agent x EnuvState)

Yag:,ags : Agent; g : Goal; ags : P Agent; st : EnvState o
comradepower (agi, aga, g, ags, st) < ((ag1 € ags) A (aga € ags) A
(facilitationpower (aga, ag, g, st)))



Reciprocation Power Reciprocatiorwith previousactionshasbeenconsideredsone
of the key aspectaunderlyingsocietycohesion10]. Agentswho have workedin sup-
portof anothers goalsgenerallyexpectto receve somereciprocalbenefits gvenif not

explicitly mentionedThisrepresentanethicalmatterin which agentsshaw their grat-

itudeto others.Formally, we saythatanagenthasthe power of beingreciprocatedby

otheragentjf it hasalreadyfulfilled anormwhosebenefitavereenjoyedby thesecond,
andtheseconchasthe powerto facilitateoneof the goalsof thefirst.

reciprocationpower_ : P(NormativeAgent x Normative Agent
x Norm x EnuvState)

Y ag1, ags : NormativeAgent; n : Norm; st : EnvState o
reciprocationpower (agi, age, n, st) < (fulfilled (n, st) A
(theagent ag) € n.addressees) A (theagent ags € n.beneficiaries) A
(3 g : ag1-goals e facilitationpower (ags, agy, g, st)))

Note thatin contrastwith legal reward power (describedin Section3), herethe
consideredhormsarenot necessarilygystemmorms,andthe goal of thereciprocationis
neitherpartof anofferedrewardnor the otheragents responsibility

ExchangePower Castelfranchet al. statethat dependencenakesa network of rela-
tionshipsthatmightbeusedby agentgo influenceeachother[4, 5]. Amongall possible
formsof dependenceelationshipspneis of particularinterest:reciprocal dependence
occurswhenanagentdepend®n anotheto satisfyagoalandvice versaln this partic-
ular situation,both agentsacquirewhatis calledexchange power[6], becausdoth of
themhavethepowerto offer somethingo benefitthegoalsof theother In thisway, any
of the agentscan starta negotiationprocesghat finisheswith the creationof a social
commitmentn which eachpartof thedealreceveswhatit wants.

exchangepower_ : P(Agent x Goal x Agent x Goal X EnvState)

Vagi, ags : Agent; g1, 9> : Goal; st : EnvState o
exchangepower (agi, g1, agz, g2, st) < ((g1 € agi.goals) A (g2 € agz.goals)
A depend (ag1, ags, g1, st) A depend (ags, agi, g2, st))

Beforefinishing, we emphasisé¢hat no powes are eternal In the caseof institu-
tional powers, the authoritiesof a systemare recognisedas long as agentsconsider
themseles memberswhich, much of the time, is due to someof their goalsbeing
satisfiedsimply by beingthere.However, sometimesagentsevaluatetheir society or
compardt with othersocietiesjn orderto know whatmightbemorecorvenientfor the
satishctionof their goals.As aresultof this evaluation,agentamight emigrateto other
societiesand,consequentlythenormsthatuntil now haveinfluencedhemcanbeaban-
doned,andauthoritiescouldlosetheirlegal power. Personapowersarerelativisedto a
particularsituationin which someagentgoalsareeitherhelpedor hindered.Therefore,
whatis truein onesituationmaynotremaintrueif anagentsinterestsandtherefordts
goals,changeFor example,exchange powerdisappearsf oneof anagents goalsis no
longerconsideredmportant.Iln addition,it canalsobe saidthatthere are no absolute
powess, andthereforeeverykind of power hasits own limitations.



Power

Institutional Powers | | Personal Powers
Legal Power — I Facilitate Power
Legal Coercive Power [ lllegal Coercive Power
Legal Rewarded Power [ Comrade Power
Legal Benefited Power — - Reciprocation Power
— Exchange Power

Fig. 1. PoversTaxonomy

5 Conclusion

The main contribution of this paperis a classificationof dynamicpower relationships
that someagentscan useto make other agentssatisfy their goals.In our work, both
powersacquiredhroughtherolesagentsplayin asocietyandpowersthatemegefrom
their own capabilitiesareanalysedseeFigurel). We arguethatagentamustbe ableto
recogniseeithertheir power, or their susceptibilityto be influencedbecauseower is,
in somesensepnly “in the mind”. Agentsthatdo not recogniseghesesituationsmay
not be influenced,but will suffer in the long term throughlessoptimal interactions.
In addition,if agentsknow wherea situationof power comesfrom, the limits of such
power canbe establishedand thereforeakusive situationscan be avoided. For exam-
ple,whena secretarygetsa job, heis informedwho is the boss,who hasthe power to
control him and,consequentlythe bosss ordersarefulfilled. However, if heis unable
to understandbothwherethe bosss powerscomefrom andwherethe bosss authority
finishes his submissienessould be exploited by makinghim to do thingsbeyondhis
own responsibilitiesClearly, thereremainmary questiongo be answeredFor exam-
ple,issuegelatingto how this modelimpactson thedevelopmenbr implementatiorof
multi-agentsystemdhave not beenour mainfocus,but areimportantnonetheless.
Although our analysisbuilds on importantwork on power, dependencandnorms
[1,2,11,19],it goesheyondpowerdueto dependencpt], or powersto legislate[11] in
asociety In addition,in contrasto muchwork in which powersof agentsaretakenas
absolutepur power situationshave beenrelatvisedto boththe societyandthe goalsof
agentsln the sameway thatpower situationswereidentifiedin this paper futurework
will be directedto analysingthe conditionsthat enableagentsto becomeinfluenced,
andthereforewilling to adoptbothnew normsandthe goalsof otheragents.
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